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Abstract

We develop an optical flow estimation framework that focuses on motion estimation over time formulated in a Dynamic Bayesian Network. It realizes a spatiotemporal integration of motion information using a dynamic and robust prior that incorporates spatial and temporal coherence constraints on the flow field. The main contribution is the embedding of these particular assumptions on optical flow evolution into the Bayesian propagation approach that leads to a computationally feasible Two-Filter inference method and is applicable for on- and offline parameter optimization. We analyse the possibility to optimize imposed Student’s t-distributed model uncertainties, which are the camera noise and the transition noise. Experiments with synthetic sequences illustrate how the probabilistic framework improves the optical flow estimation because it allows for noisy data, motion ambiguities and motion discontinuities.

1. Introduction

The analysis of pixel movement in an image sequence allows to infer the motion of objects as well as the self-motion of the image capturing device. Usually, these movements are estimated by processing spatial and temporal derivatives of image values (like pixel intensities) which hold information about the movement of image structure. The observed image data from which image motion is inferred is noisy and the model assumptions describe only approximations about the real physical relation between spatiotemporal image value changes and image motion caused by a moving threedimensional environment or self-motion of the system within the environment. Technical approaches for the analysis of optical flow need to cope with 1) correspondence problems due to ambiguities (e.g. periodicity or lack of texture) in the image structure, 2) camera noise, 3) spatial motion discontinuities, and 4) temporal movement changes.

Recent and very accurate optical flow methods [3] use local spatiotemporal information by means of a structure tensor and combine it with global spatiotemporal smoothness constraints on the flow field. Further on, robust penalty functions or robust statistics [2] improve the estimations especially at motion discontinuities because they are less sensitive to outliers. In addition, there are some new attempts to extract detailed scene-dependent prior knowledge about the underlying spatial statistics of optical flow that hold specific spatial relations between the velocity vectors of the flow field [10]. Mostly, spatial relations - whether they are learned from image data or given by the modeller - are incorporated into the models via Markov Random Fields [5, 8, 10].

Image motion is a dynamic feature of an image sequence and the longer the spatiotemporal process is observed the more precise and detailed we can estimate and predict the motion contained in an image sequence. Nevertheless, the majority of optical flow approaches calculate the motion estimations independently for each point in time and the free parameters of the models are optimized anew to achieve the best result dependent on that point in time. Except for [7], the choice of the parameters is done by hand or by learning the optimal prior knowledge for one specific flow pattern or even one specific scene. In fact, the more accurate the methods are, the more specific prior knowledge about the scene has been incorporated. But this is not necessarily a general choice suitable to cover several groups of optical flow patterns usually present in a changing scene, like e.g. rotation and expansion, or at least several instances of one group, like e.g. expansion with different foci of expansion, but (more or less) only one specific instance.

Starting with the work of Simoncelli et al. [11] a number of investigations have been undertaken to make allowance for motion uncertainties and to find proper velocity distributions that are able to represent any kind of motion uncertainty, especially multiple motions [14]. Burgi et al. [4] are among the first to express continuous optical flow estimation over time in terms of general Bayesian tracking. In
[15] the focus is on the temporal dynamics of such velocity distributions in a hierarchical probabilistic network, showing the possibility to disambiguate uncertain visual motion estimates over time.

Both, the approaches that incorporate motion estimates from previous timesteps [12, 2, 4, 15] and those that stick to the measurements made at one point in time [3, 10, 11] do not try to systematically optimize and adapt their parameters to a continuously observed data stream, which is one major aspect of the following work.

In this paper we concentrate on 1) a motion estimation model that continuously combines motion information over time with the aim to be the more accurate the more data has been processed by the system as long as the data holds its movement like predicted by the model and 2) being able to cope with motion uncertainty, noisy data and continuous temporal changes of pixel movement. Compared to recent approaches [10] that learn scene specific prior knowledge temporal changes of pixel movement. Compared to recent approaches [10] that learn scene specific prior knowledge of a sequence of images. We do this by assuming that subsumes a pair of consecutive images $I^{t+1}$ and $I^t$ and 2) the transition probability $P(V^{t+1} | V^t)$ of the flow field. To simplify the notation we can introduce an alternative observation variable $Y^t = (I^{t+1}, I^t)$ that subsumes a pair of consecutive images. Since images are observed, the likelihood $P(I^t)$ in the term $P(I^{t+1} | V^t, I^t) P(I^t) = P(I^{t+1} | I^t)$ is only a constant factor we can neglect. This leads to $P(I^{t+1} | V^t, I^t) \propto P(I^{t+1}, I^t | V^t) = P(Y^t | V^t)$ and the corresponding Dynamic Bayesian Network shown in Fig. 1 b). For both the observation likelihood $P(Y^t | V^t)$ and the $V$-transition probability $P(V^{t+1} | V^t)$ we assume that they factorize over the image w.r.t. $V^t$ and $V^{t+1}$, i.e.,

$$\zeta(V^t) := P(Y^t | V^t) = \prod_x \ell(Y^t | v_x^t) \quad (1)$$

$$P(V^{t+1} | V^t) = \prod_x P(v_x^{t+1} | V^t). \quad (2)$$

This allows us to maintain only factored beliefs over $V^t$ during inference, which makes the approach computationally feasible.

### 2.1. Observation likelihood

We define the observation likelihood $P(Y^t | V^t)$ by assuming that the likelihood factor $\ell(Y^t | v_x^t)$ of a local velocity $v_x^t$ should be related to finding the same or similar image patch centered around $x$ at time $t + 1$ that was present at time $t$ but centered around $x - v_x^t \Delta t$. More rigorously, let $S(x, \mu, \Sigma, \nu)$ be the Student’s t-distribution and
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Figure 1. Dynamic Bayesian Network for motion estimation.
\( \mathcal{N}(x, \mu, \Sigma) = \lim_{\nu \to \infty} \mathcal{S}(x, \mu, \Sigma, \nu) \) be the normal distribution of a variable \( x \) with mean \( \mu \), covariance matrix \( \Sigma \) and the degrees of freedom \( \nu \). In the following the covariance is chosen to be isotropic \( \Sigma = \sigma^2 I \) (with identity matrix \( I \)). We define

\[
\ell(Y^t | v_x^t) = \sum_{x'} \mathcal{N}(x', x, y) \mathcal{S}(I_{x', x}^{t+1}, I_{x'}^{t}, \sigma_I, \nu_I) \tag{3}
\]

\[
= \sum_{x'} \mathcal{N}(x', x - v_x^t, y) \mathcal{S}(I_{x', x}^{t+1}, I_{x'}^{t}, \sigma_I, \nu_I).
\]

Here, \( \mathcal{N}(x', x, y) \) implements a Gaussian weighting of locality centered around \( x \) for \( I^{t+1} \) and around \( x - v_x^t \) for \( I^t \). The parameter \( y \) defines the spatial range of this image patch and \( \sigma_I \) the grey value variance. The univariate Student’s t-distribution \( \mathcal{S}(I_{x', x}^{t+1}, I_{x'}^{t}, \sigma_I, \nu_I) \) realizes a robust behaviour against large gray-value differences within image patches, which means these grey-values are treated as outliers and are much less significant for the distribution.

### 2.2. Transition probability

Similarly to equation (3), we define the transition probability \( P(Y^{t+1} | V^t) \) by assuming that the flow field transforms according to itself. To motivate the definition we assume that the origin of a local flow vector \( v_x^{t+1} \) at position \( x \) was a previous flow vector \( v_{x'}^t \) at some corresponding position \( x' \),

\[
v_x^{t+1} \sim \mathcal{S}(v_{x'}^{t+1}, v_{x'}, \sigma_V, \nu_V). \tag{4}
\]

So, we assume robust spatiotemporal coherence because evaluations on first derivative optical flow statistics [10] and on prior distributions that allow to imitate human speed discrimination tasks [13] provide strong indication that they resemble heavy tailed Student’s t-distributions. Now, asking what the corresponding position \( x' \) in the previous image was, we assume that we can infer it from the flow field itself via

\[
x' \sim \mathcal{N}(x', x - v_x^{t+1}, \nu_V). \tag{5}
\]

Note that here we use \( v_x^{t+1} \) to retrieve the previous corresponding point. Combining both factors and integrating \( x' \) we get\(^2\)

\[
P(v_x^{t+1} | V^t) \propto \sum_{x'} \mathcal{N}(x', x - v_x^{t+1}, \nu_V) \mathcal{S}(v_{x'}^{t+1}, v_{x'}, \sigma_V), \tag{6}
\]

which is of similar form as (3). The parameter \( \nu_V \) defines the spatial range of a flow-field patch, so we compare velocity vectors within flow-field patches at different times \( t \) and \( t+1 \). The relations for the transition model are sketched in Fig. 2. We introduced new parameters \( \sigma_V \) and \( \nu_V \) for the uncertainty in spatial identification between two images and the transition noise between \( V^t \) and \( V^{t+1} \), respectively.

---

\(^2\)Due to shortage of space \( \nu_V \) is omitted in some notations.

---

The robustness against outliers is controlled by \( \nu_V \), with smaller/larger \( \nu_V \) decreasing/increasing the influence of incoherently moving pixels within the observed spatial range \( \nu_V \). With \( \nu_V \to \infty \) the uncertainty for the velocity gets Gaussian distributed and (6) equals the transition probability formulated in [4] which expresses the belief that pixels are, on average, moving along a straight line with constant velocity. Therefore, our spatiotemporal transition model can be seen as a generalization of the transition model proposed by Burgi et al. [4].

### 2.3. Two-filter inference

For inference we need to propagate beliefs over the flow field \( V^t \). Storing a distribution over a whole flow field \( V^t \) is infeasible if one does not make factorization assumptions. The factored observation likelihoods and transition probabilities we introduced ensure that the forward propagated beliefs will remain factored. However, the standard backward messages do not exactly factor under this model. Hence we follow a two-filter approach [6] where the “backward filter” is strictly symmetric to the forward filter.

The forward filtering equations read

\[
\alpha(V^t) := P(V^t | Y^{1:t}) = \prod_x \alpha(v_x^t), \tag{7}
\]

\[
\alpha(v_x^{t+1}) \propto \ell(Y^{t+1} | v_x^{t+1}) \alpha^*(v_x^{t+1}), \tag{8}
\]

\[
\alpha^*(v_x^{t+1}) \propto \sum_{V^t} P(v_x^{t+1} | V^t) \alpha(V^t). \tag{9}
\]

By inserting (6) and (7) in (9) the right side of (9) is

\[
\sum_{v_x^{t+1}} \mathcal{N}(x', x - v_x^{t+1}, \nu_V) \mathcal{S}(v_{x'}^{t+1}, v_{x'}, \sigma_V) \prod_z \alpha(v_z^t) = \sum_{v_x^{t+1}} \mathcal{N}(x', x - v_x^{t+1}, \nu_V) \times \sum_{v_z^t} \mathcal{S}(v_{z'}^{t+1}, v_{z'}, \sigma_V) \alpha(v_z^t) \prod_z \alpha(v_z^t). \tag{10}
\]

Note that the summation \( \sum_{V^t \in W} \) is summing over all possible flow fields \( X \) is the pixel range, i.e. it represents \( |X| \) summations \( \sum_{v_x^{t+1} \in W} \sum_{v_z^t \in W} \sum_{v_z^t \in W} \cdots \) over each local flow field vector. We separated these into a summation \( \sum_{V^t \setminus v_x^{t+1}} \) over the flow field vector at \( x' \) and a summation \( \sum_{V^t \setminus v_x^{t+1}} \) over all other flow field vectors at \( x \neq x' \). We can
use $\sum_{\mathbf{v}', \mathbf{v}} \prod_{z \neq z'} \alpha(v_z') = \prod_{z \neq z'} \alpha(v_z') = 1$ and the final forward filtering reduces to
\[
\alpha^*(v_{z'}^{t+1}) \propto \sum_{v_{z'}^{t+1}} \mathcal{N}(x', x - v_{z'}^{t+1}, \theta_{V'}) \times \sum_{v_{z'}^{t+1}} S(v_{z'}^{t+1}, v_{z'}^{t+1}, \sigma_V, \nu_V) \alpha(v_{z'}^{t+1}) \quad (11)
\]

If we have access to a batch of data (or a recent window of data) we can compute smoothed posteriors as a basis for an EM-algorithm and train the free parameters. In our two-filter approach we derive the backward filter as a mirrored version of the forward filter, but using
\[
P(v_{z'}^{t} | Y^{t+1}) \propto \sum_{x'} \mathcal{N}(x', x + v_{z'}^{t}, \theta_{V'}) S(v_{z'}^{t}, v_{z'}^{t+1}, \sigma_V)
\]
instead of (6). This equation is motivated in exactly the same way as we motivated (6); we assume that $v_{z'}^{t+1} \sim S(v_{z'}^{t+1}, \sigma_V, \nu_V)$ for a corresponding position $x'$ in the subsequent image, and that $x' \sim \mathcal{N}(x - v_{z'}^{t}, \theta_{V'})$ is itself defined by $v_{z'}^{t}$. However, note that using this symmetry of argumentation is actually an approximation to our model because applying Bayes rule on (6) would lead to a different, non-factorized $P(Y^t | V^{t+1})$. What we gain by the approximation $P(Y^t | V^{t+1}) \approx \prod_z P(v_{z'}^{t} | Y^{t+1})$ are factored $\beta$'s which are feasible to maintain computationally. The backward filter equations read
\[
\beta(V^t) := P(Y^t | Y^{t+1};V^t) = \prod_z \beta(v_{z'}^{t}) \quad , (13)
\]
\[
\beta^*(v_{z'}^{t}) \propto \ell(Y^t | v_{z'}^{t}) \beta(v_{z'}^{t}) \quad , (14)
\]
\[
\beta(v_{z'}^{t}) \propto \sum_{Y^{t+1}} P(v_{z'}^{t} | V^{t+1}) \beta^*(V^{t+1}) \quad . (15)
\]

In analogy to the derivations for the forward filtering (10) we arrive at the final backward filtering equation
\[
\beta(v_{z'}^{t}) \propto \sum_{x'} \mathcal{N}(x', x + v_{z'}^{t}, \theta_{V'}) \times \sum_{v_{z'}^{t+1}} S(v_{z'}^{t+1}, v_{z'}^{t+1}, \sigma_V, \nu_V) \beta^*(v_{z'}^{t+1}) \quad . (16)
\]

To derive the smoothed posterior we need to combine the forward and backward filters. In the two-filter approach this reads
\[
\gamma(v_{z'}^{t}) := P(Y^t | V^{t+1}) = \frac{P(Y^t | Y^{t+1}; V^t) P(Y^{t+1} | Y^t)}{P(Y^{t+1})} = \frac{P(Y^{t+1} | V^{t+1}) P(Y^t | V^{t+1})}{P(Y^t) P(Y^{t+1})} \propto \alpha(v_{z'}^{t}) \beta(v_{z'}^{t}) \frac{1}{P(v_{z'}^{t})} \quad . (17)
\]

with $P(Y^{t+1} | T)$ and $P(Y^t | T)$ being constant. If both the forward and backward filters are initialized with $\alpha(v_{z'}^{t}) = \beta(v_{z'}^{t}) = P(v_{z'}^{t})$ we can identify the unconditioned distribution $P(v_{z'}^{t})$ with the prior $P(v_{z'}^{t})$.

### 3. Uncertainty Optimization

Based on the filter equations (11, 16, 17) we can apply the EM-algorithm for an optimization of the free parameters $\theta = \{\sigma_I, \sigma_V\}$. Starting with an initial setting for the parameters $\theta^0$ ("o" for old) the offline E-step is the evaluation of the smoothed posterior $\gamma(V^t)$ using the two-filter inference as given by (17) keeping the old parameters $\theta^0$ fixed. In case of online optimization the forward filtered posterior $\alpha(v_{z'}^{t})$ is evaluated as given by (8) and (11). If only the observed likelihood $\zeta(V^t)$ with its assumed gray-value uncertainty $\sigma_I$ should be optimized no a priori preference for the velocity is considered (which is equivalent to a time-independent equally distributed prior $\alpha^*(v_{z'}^{t}) = |W|^{-1}$).

The exact M-step determines the revised parameter estimate $\theta^o$ ("n" for new) by maximizing the expected complete data log-likelihood under the posterior distribution
\[
\theta^o = \arg \max_{\theta} \sum_{V^t} P(V^t | Y^{t+1}; \theta^o) \ln P(Y^{t+1}; V^t | \theta) \quad . (18)
\]

Now, instead of maximizing this expectation we use the MAP approximation of the M-step, maximizing the log-likelihood only for the flow field $V^t$ which maximizes the posterior distribution $P(V^t | Y^{t+1}; \theta^o)$. Taking advantage of the assumed factorization of the posterior (7) and that $P(Y^{t+1})$ is constant, we get
\[
\theta^o = \arg \max_{\theta} \sum_{t, x} \gamma(\hat{v}_{z'}^{t}, \theta^o) \| \hat{v}_{z'}^{t} \| \ln \left( \frac{\gamma(\hat{v}_{z'}^{t}, \theta^o)}{\gamma(\hat{v}_{z'}^{t}, \theta)} \right) \quad . (19)
\]

After assignment of the new parameters $\theta^o \leftarrow \theta^o$ the E- and M-steps are evaluated anew until a convergence criterion is fulfilled. The maximization of (19) for the arguments $\sigma_I, \sigma_V$ leads to the following M-step approximations:
\[
\sigma_I = \frac{1}{Z} \sum_{t, x} \gamma(\hat{v}_{z'}^{t}(I_{z'}^{t} - (\hat{T} \circ \hat{I}_{z'}^{t+1}))^2 \quad , (20)
\]
\[
\sigma_V = \frac{1}{Z} \sum_{t, x} \gamma(\hat{v}_{z'}^{t}(|\hat{v}_{z'}^{t} - (\hat{T} \circ \hat{I}_{z'}^{t+1}))^2 \quad , (21)
\]
with $Z = \sum_{t, x} \gamma(\hat{v}_{z'}^{t})$, $\hat{v}_{z'}^{t} = MAP(\gamma(v_{z'}^{t}))$ being the maximum a posteriori estimate of the velocities that describe the estimated flow-field $\hat{V}$ and $\hat{T}$ being the operator for the reverse mapping of image features $\hat{I}_{z'}^{t+1}$ resp. $\hat{v}_{z'}^{t+1}$ using the estimated flow field $\hat{V}$ and bilinear interpolation.

Here, the degrees of freedom $\nu_I, \nu_V$ which are used for judging the robustness of the analyses are not optimized so
far (fixed during EM). Also the covariances $\theta_1, \theta_2$ that define to what spatiotemporal extent motion coherence is assumed are specified. 

The online M-steps are the same as the offline ones, but with $\gamma(v_x^t)$ replaced by $\alpha(v_x^t)$ and instead of summing over $t$ we update the parameters at each time step with a fixed learning rate. Therefore, adaptation of the parameters over time is possible which is dependent on whether movements within the scene change over time or remain spatially stationary.

4. Evaluation

To evaluate the performance of the proposed Dynamic Bayesian Network two measurements are used. The first one is the well known error measure proposed by Barron et al. [1] which is also utilized in [3, 10]. It shows the mean error between the estimated $V^t$ and the ground-truth $V^t$ flow-field

$$
\tau_V = \frac{1}{|X|} \sum_x \arccos ((\hat{v}_x^t)^T (\hat{v}_x^t)_h),
$$

with $(\hat{v}_x^t)_h$ being the estimated velocity vector and $(\hat{v}_x^t)_h$ the ground truth velocity vector both written in homogeneous coordinates. The second criterion has been proposed by Burgi et al. [4] to evaluate the evolution of the flow-field estimation over time. It is called the sharpness $s$ which is the Kullback-Leibler divergence between the estimated probability for a velocity vector $P(v_x^t|Y^{1:T})$ and a uniform distribution $U$. Usually, the higher the sharpness, the more precise the velocity estimate [4], so we take the spatial mean of the sharpness $\bar{s}$ for the evaluation which is

$$
\bar{s} = \frac{1}{|X|} \sum_x \sum_{v_x^t} P(v_x^t|Y^{1:T}) \ln |W| P(v_x^t|Y^{1:T})
$$

In our momentary implementation every $v_x^t \in W$, $W = \mathbb{Z}^2$, is a pixel-wise discretized vector of signed integer velocities, which means, the MAP estimator cannot achieve sub-pixel accuracy.

4.1. Robustness against noise and outliers

To judge the effect of camera noise on the quality of the observed likelihood $\zeta(V^t)$ we use a synthetic test sequence $I^{1:T}$ consisting of a static background pattern $I^{1:T}_b \in [0; 150]$ and a moving circular pattern $I^{1:T}_c \in [200; 255]$ with constant velocity $v_y = 2$ pixels/2t. In a first trial we train the corresponding parameter $\sigma_I$ for increasing ground-truth Gaussian noise $\sigma_I$ added on the image gray values of the test sequence and for $\nu = 0.1$ and $\nu = \infty$. The spatial weighting of the patches remains fixed at $\rho_1 = 5$.

In Fig. 3 the calculated mean errors $\tau_V$ for $\nu = 0.1$ (□) and $\nu \rightarrow \infty$ (⋆) for Gaussian noise starting with standard deviation $\sigma_I = 0$ up to $\sigma_I = 50$ and in Fig. 4 the corresponding optimized standard deviations $\hat{\sigma}_I$ after 10 EM-iterations are shown. Comparing the two solid lines in Fig. 3, for Gaussian camera noise up to $\hat{\sigma}_I = 15$ the increase of robustness for $\nu = 0.1$ can clearly be seen. This is because at the motion boundaries along the edge of the moving circular pattern better velocity estimates can be achieved. With increasing Gaussian noise the assumption that the noise is distributed like a Student’s t-distribution with heavy tails is no longer sufficient and noisy gray value differences between corresponding image points are increasingly mistaken as outliers. For stronger Gaussian camera noise (starting from $\hat{\sigma}_I = 15$) the limit $\nu \rightarrow \infty$ which is equivalent to a Gaussian distribution gives better estimation results. This is obvious because Gaussian noise was added to the
rates and even reduces for very large discontinuities. This means if the ratio of the numbers of differently moving pixels within a flow patch differs to a certain degree from one then the pixels that belong to the lower number are treated as outliers.

4.2. Disambiguation of motion uncertainties

Next the properties of the forward- and backward-priors $\alpha^\ast(V^t), \beta(V^t)$ and in particular the effects of the spatial-temporal coherence assumption for the flow-field patches are discussed. For this purpose, a black square $I^b_{0:T}$ is moved in front of a static background pattern $I^i_{0:T} \in [200; 255]$ with constant velocity $v_0 = 2$ pixels/$\Delta t$ for $T = 40$ frames, fixed spatial extensions $\rho_1 = 5, \rho_2 = 5$, and an equally distributed initialisation of the posteriors $\alpha naive^\ast(v^0) = \beta naive^\ast(v^0) = |W|^{-1}$. This synthetic sequence is strongly confronted with the aperture problem along the edges of the square and with the blank wall problem because of the untextured surface of the square. In addition, pixels from the background appear and disappear along the motion boundaries. In Fig. 6 the flow fields for different points in time estimated from the forward filtered posterior $\alpha^\ast(V^t)$, the backward filtered posterior $\beta^\ast(V^t)$, and the two-filter smoothed posterior $\gamma^\ast(V^t)$ are shown. At the beginning of forward $\alpha^\ast(V^t)$ and backward $\beta^\ast(V^t)$ filtering only at the corners of the square the correct velocity can be estimated. With ongoing filtering the motion ambiguities along the edges and within the square are resolved and the square is continuously filled-in with improved velocity estimates. The combination of both in $\gamma^\ast(V^t)$ leads to even better results because at every timestep the optical flow is inferred from “having the whole image sequence in mind” with the best result for $\gamma^\ast(V^t)$ because both filtering and smoothing have seen an equal amount of images (which is 20 images). This result is also reflected in Fig. 7 with the mean sharpness $\pi^\ast$ plotted for the likelihood $\zeta^\ast(V^t)$, the forward filtered posterior $\alpha^\ast(V^t)$, the backward filtered posterior $\beta^\ast(V^t)$ and the two-filter smoothed posterior $\gamma^\ast(V^t)$. Therefore, the most peaked distributions are gained from two-filter smoothing.

As a first proof of principle for the online filtering capabilities of the framework the same sequence is used with Gaussian noise of $\sigma_I = 10$ added. In Fig. 8 the mean error $\bar{e}_V$ and the sharpness $\tilde{\sigma}_V$ are plotted over time. It can be seen that the error continuously reduces and the sharpness increases.

Also for the Yosemite benchmark [1], as shown in Fig. 9, a continuous reduction of the optical flow errors over time can be achieved with the proposed probabilistic method. To be able to extract subpixel accuracy the MMSE estimator instead of the MAP estimator is applied. Although, a very simple region-based matching measurement (3) is used that exploits the SSD only for signed integer velocities, the rel-
The nice filling-in properties of the model for the regions that lack of texture (solution to the blank wall problem) and the disambiguation at moving edges (solution to the aperture problem) can clearly be noticed.

ative improvement of the flow-field estimate over time is quite good. For the online case the error reduces about 69.6%, from $\alpha_1 = 39.5^\circ$ to $\alpha_3 = 12.1^\circ$, and for the offline case about 73.4%, from $\alpha_1 = 39.5^\circ$ to $\alpha_3 = 10.5^\circ$. Recent gradient-based optical flow techniques [3, 10] achieve better accuracy on the Yosemite sequence but are not suited for image sequences where numerical differentiation is impractical [1]. Our result $\alpha_3 = 10.5^\circ$ compares quite favorably with other region-based matching methods described in [1] with the lowest mean error of $\alpha_V = 13.16^\circ$ for Singh’s method. Future work will investigate propagating beliefs over a continuous flow-field domain $W = \mathbb{R}^2$ to achieve better sub-pixel accuracy.

5. Conclusions and Future Work

We have presented a robust two-filter inference approach to continuously estimate the optical flow of image sequences. It allows for the optimization of uncertainties that reflect the momentary transition noise of the scene movement and the momentary camera noise on the pixel intensities. Although the transition probability holds only a simple spatiotemporal smoothness constraint the system is able to resolve ambiguous local motion measurements and demonstrates robust behavior at motion discontinuities. No learned scene-specific prior knowledge is incorporated, but an adaptation to the scene by optimizing uncertainty parameters is realized. Because of the linear prediction assump-
tion rapidly changing movements corrupt the estimation results. As long as the scene movement does not change (or only slightly changes), the optical flow estimation improves over time. Future investigations will include the replacement of the measurement method for the observation likelihood with more accurate gradient-based methods that allow for a continuous flow-field domain and the adaptation of further parameters, like the robustness parameter $\nu$.
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